4888

IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 25, NO. 10, OCTOBER 2016

2D Matching Using Repetitive and Salient Features
In Architectural |mages

Brittany Morago, Giang Bui, and Ye Duan

Abstract— Matching and aligning architectural imagery is an
important step for many applications but can be a difficult
task due to repetitive elements often present in buildings. Many
keypoint descriptor and matching methods will fail to produce
distinctive descriptors for each region of man-made structures,
which causes ambiguity when giempting to match areas between
images. In this paper, we outline a technique for reducing
the search space for matching by taking a two-step approach,
aligning pairs one dimension at a time and by abstracting images
that originally contain many repetitive elements into a set of

distinct, representative patches. We also present a simple, but

very effective method for computing the intra-image saliency for
a single image that allows us to directly identify unique areas in
an image without machine learning. We use this information to

find distinctive keypoint matches across image pairs. We show

that our pipeline is able to overcome many of the pitfalls encoun-
tered when using traditional keypoint and regional matching
techniques on commonly encountered images of urban scenes.

Index Terms—Keypoint matching, 2D registration, repetitive
patterns, salient features, architectural imagery, dimension
reduction.

I. INTRODUCTION

EGISTERING architectural imagery poses severa

interesting challenges. Many architectural designs
include repetitive elements such as rows of windows, doors,
or balconies that al have similar appearances. If either local
or regional descriptors are extracted for different elements of
a repeating patten, they may take on near-equivalent values.
This creates ambiguity when the descriptors from a series of
images are compared. A matching algorithm being used to
find the correspondence for awindow in one image may not be
able to distinguish between the descriptors of several repetitive
windows in a second image. Figure 1 shows an example
of how a common local keypoint descriptor and matching
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Fig. 1. Challenge of matching images containing repetitive features.
(a) Original image pair. (b.) SIFT keypoint matches on rectified images. Close
inspection shows that the majority of the matches are incorrect and keypoints
in the left image are matched to similar looking repetitive areas in the right
image. We do not have enough correct SIFT matches for RANSAC to find
a correct transformation. (c.) Keypoint matches after applying our proposed
pipeline for handling repetition. (d.) Image pair aigned and overlaid using
our pipeline.

technique, SIFT [1], cannot distinguish between different areas
of a building that look nearly identical.

We hypothesize that by using specific urban imagery-
based criteria to reduce the search space during matching,
we can bypass the difficulties encountered when matching
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Step 1: Vertical Alignment Step 2 - Horizontal Alignment

Identify Match Compute Compute Match Salient Vote for
Representative —Representatives — 1-D Vertical — Intra-lmage — Regions — 1-D Horizontal
Patches Between Images Homography Saliency Between Images Homography

Fig. 2. Pipeline of our proposed registration method. Our method has two main stages: vertical alignment and horizontal alignment. For vertical aignment,
we perform dimension reduction, identify representative patches for each image, and use the matching representatives to compute a 1D transformation that
transforms the images to the same scale and aligns the pair along the vertical axis. For horizontal alignment, we compute the intra-image saliency and search

for strong, salient matches along corresponding rows between images to vote for the correct displacement between the pair.

ambiguous data. We have observed that regardless of the
height of a building, architectural repetition often occurs at
least in the horizontal direction, if not also in the vertical
direction [2]. Since we are focused on images of man-made
structures that frequently have easy to identify vanishing lines,
we rectify all images to be front facing [3], [4] so that
horizontal repetitive elements have the same y-coordinate.
Once images are in this front-facing format, we propose align-
ing images one dimension at a time following the idea that
considering subsets of larger dimensional data independently
can make an ambiguous global problem simpler to solve [5].
We first collapse each image aong the vertical axis and
use the y-coordinates of matching features to vertically align
the image pairs. Once we know the relative scale and row
alignment across images, we expand the data back out along
the x-axis and compute the horizontal alignment.

To perform dimension reduction to compute a vertical align-
ment, we create an abstraction of each image by identifying the
repetitive elements along the horizontal axis and choosing just
one element to represent each group of repeated features and
combine these with any found unique features. By choosing
one representative patch for each row of repeated horizontal
elements as well as identifying salient patches that do not
repeat across the image, we can abstract an image into a
vertical column of distinct regions and remove a substantial
amount of potential repetition in the feature space. We match
these representative regions across images to compute a pair's
row-to-row correspondence.

This simplifies the second alignment stage since our only
remaining unknown is the displacement along the horizontal
axis. At this stage, we have a reduced search space to find
distinctive matches that can be used to align repetitive facades.
For a match to be distinctive, the matching regions must be
unique within their own images. Using our assumption that
the data can be rectified to be front-facing and vertically
aligned, we propose a smple, but very-effective technique
for computing the intrasimage saliency! along the rows of
urban images. We use this information to gauge the quality
of keypoint matches. We are able perform this computation
directly on the images being matched without relying on the
existence of a large database of similar images and the use of
learning techniques to determine the uniqueness of keypoints
being matched. Our pipeline is outlined in Figure 2.

Il. LITERATURE REVIEW
Several groups have developed techniques to use differ-
ent types of structural and high-level information to guide

1We use the term saliency to refer to image regions that do not look like
any other regions within the image.

image matching. The goals of these methods are generaly
to overcome pitfalls of locally or even regionaly defined
descriptors [1], [6]-{10] that are ambiguous in the presence
of repetitive features. While locally defined descriptors can
provide very accurate information that is invariant to scale
changes and scene clutter, in certain cases they do not
take into account large enough image regions to be truly
distinct [11].

To make matching images with repetitive architectural pat-
terns a more tangible task, researchers have explored using
larger-scale properties such as feature symmetry [12], [13]
and repetition to identify corresponding regions [14].
Hauagge and Snavely [15] search for horizonta, vertical, and
rotational symmetries about various axes and scales across
images. Self-similarities can be identified in patterns of col-
ors, edges, and repeated visual elements by measuring how
similar a small region is to parts of the larger surrounding
region [16]. Wu et al. [2] match SIFT features within an image
to identify repeating and symmetrical elements that occur
at regular intervals and the boundaries between repetitions.
Kushnir and Shimshoni [17] also match SIFT features across
images to find repeating elements and use agglomerative
clustering to group similar regions. This group presents two
versions of their matching agorithm. Similar to [2], one
version focuses on images where grids of periodic elements
can be identified. The other handles cases where repetition
exists in a less predictable fashion. Matches between non-
repetitive features are identified and used to solve a trans-
formation between an image pair. Chung et al. [18] use graph
matching to globally align images of buildings that capture
the same portion of a structure's facades. This work identifies
repetitive MSER patches and constructs a semantic sketch
of a building to match between highly varying viewpoints.
Bansal et al. [19] aso work to aign images of buildings
taken from highly different viewpoints such as aerial to ground
level. Aligning images of high-rise buildings that have many
repetitive elements and appearance differences due to view
changes poses difficulties. They construct an embedding of a
facade that captures how similar or dissimilar image regions
are to their neighbors. This group uses the periodicity of
a repeating element as an estimate of the scale of interest.
This group’s contribution of a “scale-selective self-similarity”
can be extracted from any pixel in the image bypassing
the need for a repeatable detector. PatchMatch [20], [21]
provides a framework for matching patches across images by
randomly assigning and searching for correspondences. This
method uses a combination of searching through different
scales, random sampling, and distance propagation to guide
the matching process using a cooperative hill climbing strategy
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to find a patch’s set of nearest neighbors. Ceylan et al. [14]
construct grids of repetitive elements within images and limit
an aligning transformation to be one of a discrete set of
possible solutions that overlay different images grids.

A different perspective for matching data that has repetitive
elements is to find the salient regions in images and use
these areas to guide registration. Machine learning techniques
have been used to identify these types of unique regions in
photographs, paintings, and 3D models [22]-{24]. These mid-
level discriminative features ideally occur often enough across
a dataset to be learned, but are different enough from the
rest of the imagery to be clearly located in photographs and
models with visual dissimilarities. Training a system to learn
these features tends to be time consuming and computationally
intensive. In this paper, we share a similar spirit of finding
salient regions. However, unlike existing work that requires
supervised training, our proposed salient region detection
method is applied directly to and only on the images being
matched and is unsupervised.

I1l. CONTRIBUTIONS

Our main contributions to the area of architectural imagery
registration include methods for:

1) aligning rectified images one dimension at atime, reduc-
ing the search space and increasing the image matching
robustness,

2) computing intra-image saliency mapsin an unsupervised
manner with no training set, and

3) directly accounting for image region saliency when
quantifying keypoint match quality.

Our pipeline is designed to overcome several of the
limitations and assumptions made in the work described
in Section Il. We use a technique for identifying repetitive
patterns in images regardless of the spatia distribution
of similar elements and we are able to match images
of repetitive facades that only partially overlap. We aso
remove the ambiguity in the feature space that is common
in architectural imagery by collapsing repetitive elements
into single representative patches. Finaly, instead of only
using either repetitive or salient features for matching, we
take advantage of all the information available in images,
and incorporate both types of features in our registration
pipeline.

IV. TWO-STEP APPROACH

The main steps of our registration methodology are iden-
tifying both repetitive and salient elements within images,
using this information to first align image pairs verticaly, and
finally computing a horizontal alignment using a dramatically
reduced and unambiguous search space. The first step of this
process is solving for a 1D affine transformation that encodes
the relative scale change and vertical shift between images
and matches rows to rows as shown in Figure 12c. The
second step is determining a second 1D transformation that
represents the horizontal translation overlaying the image pair.
Equation 1 shows the forms of these vertical and horizontal
transformations (T, and Tn) where s is the scale change, dy is
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the displacement along the y-axis, and dy is the displacement
along the x-axis.

)

A. Vertical Alignment

We begin by performing dimension reduction and selecting
one representative patch of each type of region in an image so
that all the chosen representative patches are distinctive. This
entails identifying portions of an image that are duplicates
of each other and represent a repeating pattern as well as
image portions that are truly unique. We use a combination
of local and regional descriptors to accomplish this. Doing so
helps overcome some of the inherit ambiguity of very-locally
defined descriptors [10], [11] and increases our confidence
as we categorize regions. Incorporating regional descriptors
at varying scales also alows us to explore how different
image regions may switch between repetitive and salient as
the considered area changes.

To initidly identify repetitive elements, we extract Psuedo
Corners [10] which are sparse, repeatable local keypoints
that are found at the intersection of line segments. Our
design choice of using Pseudo Corners as anchor points for
finding repetition and matching images is discussed further
in Section V-B3. We extract multi-scale patches centered
at each anchor keypoint and use local SIFT and regiona
HOG descriptors [10] to group repetitive elements that are
centered on the same image row. For each group, we use the
element that is most similar to the group’s mean patch as the
representative patch. Figure 3 provides a visual example of
how we identify repetitive elements in an image and choose a
group’s representative patch. We use the y-coordinate of these
representative patches to solve for T,.

When we match just the representative patches of groups
(that may have either one or multiple elements), we can focus
on matching unique areas without worrying about horizontal
ambiguity. To actually match representative patches, we again
use the SIFT descriptor at the center point of each patch
and the HOG descriptor of the entire representative region.
For each representative patch in 11, we compare its SIFT
descriptor to al of the representative patches in I,. If the
patch in 2 with the most similar SIFT descriptor to the patch
in 11 aso has Euclidean distances between the center points
SIFT descriptors and the patches HOG descriptors below a
threshold (we use 0.5), we label this as a group match. We
consider all of the representative patches in 11 and I that
were constructed at different scales in one round of matching.
Figures 3 and 12b show examples of matching groups between
an image pair.

Using RANSAC [25], we randomly choose sets of two
matching representative patches between the image pair to
compute a series of potential T,’s. For each T,, we check how
many other representative patch matches have a symmetric
transfer error [3] lower than 0.5 winSi ze; and choose the T,
with the largest support. We then re-estimate T, using this set
of inliers.
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C.

Fig. 3. Identifying groups of repetitive elements and matching groups.
(a) Similar patches are identified dong a row of an image. Teal boxes
surrounding a larger dot show the matching anchor keypoints. Yellow boxes
surrounding a smaller dot show the dense features that were matched to
the anchor keypoint for the row. For this example, we use Pseudo Corners
as anchor keypoints as is discussed in Section V-B3. (b.) The chosen
representative patch of the group. This patch is most similar to the average of
al the elements contained in the group. Note that sometimes in architectural
designs, the repetitive elements may not occur at regular intervals as shown
in this example. Our method is designed to search for repetition regardless of
the regularity or irregularity of the interval. (c.) Subset of the corresponding
groups after computing a 1D transformation are highlighted in matching
colors. Every element of the groups are displayed.

B. Horizontal Alignment

Since we are working with data containing repetition,
especially images with patterns along the horizontal direction,
we need to identify matching areas where we can be sure
the correspondences are non-ambiguous to compute dy. This
is especialy important because we do not require that our
image pairs contain completely overlapping facades, so we
can not rely on the relative arrangement of repetitive elements
to determine the horizontal alignment. Figure 4 shows an
example of the problem of relying on the relative arrangements
of repetitive elements to align images. Our goa is to find
matching pixels (p1 in 11 and pz in 1) that satisfy the
following criteria:

1) p1 and p2 have very similar HOG descriptors

2) p1'sclosest match within 11 (1) is very dissimilar to pp

3) p2’sclosest match within 12 (g2) is very dissmilar to py

These conditions help us ensure that we find matching
pairs of pixels that are both very similar to each other, but
are distinct within their respective images, making the match
distinct. We have two steps for identifying salient matches.

4891

Fig. 4. Motivation for searching for salient matches for horizontally aligning
images. The highlighted image patches in the above image par shows a
set of matching repetitive elements. If we choose the horizontal alignment
that maximizes the number of overlapping elements, we will have the wrong
image pair transformation in situations like this where the images do not fully
overlap. The highlighted patches are colored according to which patches will
match if we try to maximize the number of overlapping patches. This is why
we use our reduced search space (after vertical alignment) to identify distinct
areas and salient matches to choose potential horizontal alignments.

Thefirst is to compute an intra-image saliency map to identify
distinct areas in a single image. The second step uses this
information to compute the pairwise saliency of each match.

1) Intra-Image Saliency Maps. The goal of our intra-image
saliency maps is to display how salient each pixel and its
surrounding region in an image are compared to other regions
in the image. Since at this point in our pipeling, for a given
pixel in 11, we are only looking for its match on a single row
in 12, we are only concerned with how similar each region is
to al other regions centered on the same row. This reduces our
intra-saliency computation by requiring that we only compare
each region only to the other non-adjacent regions on the same
image row. We consider regions whose HOG windows do not
overlap to be non-adjacent. Equation 2 shows how we compute
each pixel's saliency. We use sy, to denote the saliency of a
pixel, pi, and its surrounding patch. g; isthe pixel on the same
row as p; whose surrounding HOG patch has the lowest L2
distance to the HOG patch surrounding p; and is not adjacent
to p;i. i denotes the image index.

Sp = agming [HOG(pi) — HOG(q)| 2

Using this equation, we gauge the saliency of each pixel
and its surrounding region by the distance between its
HOG descriptor and its closest match on the same row.
Figures 5b and 12d show visualizations of the range of intra-
image saliency values found in each image. We compute the
saliency at multiple scales or HOG window sizes as shown in
Figure 12d to consider the saliency of different image region
sizes. The ranges shown in these figures are colored with a
standard jet colormap where the minimum values in the image
are assigned a blue color, the maximum values are assigned
a deep red, and the values in between interpolate through
blue, green, yellow, and red. The specific colors chosen for
visualizing the range of values are arbitrary. We use them as
atool to easily study the numeric values of how salient each
region in the image is. We can see in these examples how the
more distinctive features and objects that are only seen once
in an image stand out from the repetitive elements.
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d.

Fig. 5. Visualization of match saliency equation. (a) Original images being
matched. (b.) Intra-image saliency map of each image. More sdient areas
appear in red and more repetitive areas appear in blue. (c.) Color fields of
match saliency scores shown from the perspective of both images. (d.) Result
after applying Otsu thresholding. All keypoint matches that are contained
within the remaining colored regions are used to vote for a hortizontal
alignment. The final aigned result using these matches is shown in Figure 1.

2) Pairwise Match Saliency: Once we know how salient
each pixel iswithin its own image, we can use thisinformation
to gauge how confident we are in the saliency of keypoint
matches found between the image pair. We define this
value, mg, in Equation 3. HOG(p1) is the HOG descriptor
of a pixel, p1, in 11. We compare p; to the HOG descriptors
of al pixels lying on its corresponding horizontal line in Is.
HOG(p2) is the HOG descriptor surrounding a pixel on
this line that is most similar to HOG(p1). We enforce a
bi-directional constraint on the matches here, meaning that
p2 is the best match for p1 in 12 and p; is the best match
for p2 in I1. € is a very small value to ensure both that mg
does not go to infinity and that a perfect match that is also
repetitive does not have a high saliency score.

e — 1. IHOG(P) — HOG(p2)Il + ¢ -
lISpy + Sp, Il +€

If either p1 or p2 are elements of a repetitive pattern within
I1 or I, we cannot be confident that p; and p2 are a unique
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and correct match. For this reason, we use the intra-image
saliency scores sp, and Sp, of both p; and py respectively.
We are confident in keypoint matches with high mg values
since this indicates that the matching pixels have similar
descriptors and that they are both distinct within their respec-
tive images, leaving little room for ambiguity in the pair match.

To distinguish the pixel matches that we are confident in
from the ones that are either poor matches or ambiguous, we
create an image visualizing the range of ms values in the
same manner we used to visualize the intra-image saliency
values. The color map of mg values for different image pairs
are shown in as shown in Figures 5¢c and 12e. We apply
Otsu thresholding [26] to identify the “foreground” pixels in
this image, or those whose saliency values stand out from
the rest of the image. Figures 5d and 12f show the saliency
match fields we are left with after applying this thresholding.
We choose to use Otsu thresholding since it is an automatic
method that is adaptable to different types of images and does
not require that we set one threshold value for all datasets.

We use the pixel matches remaining in the pairwise saliency
maps after thresholding to vote for Ty, with each match voting
for a potential dx value. Each match’s vote is weighted by it's
ms score so that the most salient matches have a stronger voice
in choosing the horizontal alignment.

We can encounter a potential obstacle during the hori-
zontal shift voting stage if the scene in the image actualy
contains multiple planes that cannot be represented by a
single transformation. For instance, as shown in Figure 12h.,
if an object, such as a tree, is in front of the main building
being photographed, one transformation might align the two
views of the tree captured between images, while a second
transformation will align the building of interest. Since,
in general, foreground items like this also tend to be salient,
we may get a large number of pixel matches voting for the
shift to align the salient foreground as well as a strong support
for aligning the salient features on the more repetitive building
facades.

To handle this scenario, we consider severa different poten-
tial dx values. We have observed that the horizontal shift
that aligns the salient foreground object does not also align
the repetitive elements on the facade of interest, except by
coincidence. Using this observation, if multiple dy values
have strong support, we choose the one that best aligns the
repetitive facades in the images. We have aready identified
the image regions showing building facades when we extracted
and matched groups of repetitive elements in Section 1V-A.

To decide how many dyx values have strong support, we
consider al shifts that have at least 50% of the number of
votes as the shift with the most votes. We use each of these
shifts to project all the members from the repetitive groups
extracted at the beginning of our pipelinein 11 to I and vice
versa. For al of the members that are projected within the
matching image’'s plane, we maintain a counter. The counter
isincremented every time arepetitive element is projected onto
the location of a member of its matching group. If thereis no
matching group member at an element’s projected location,
the counter is decremented. After projecting al the group
members between images, we divide the counter value by the
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number of group members that were projected within their
matching image’s boundaries. We choose the horizontal shift
which has the largest counter score. An example of using this
criteriato choose the horizontal shift that best aligns a building
facade with salient objectsin front of it is shown in Figure 12h.

3) Full 8 Degree of Freedom Transformation and
Refinement: At this point we have two 1D transformations
that can be merged into one 3x3 homography that encodes the
scale change between the image pair and the trand ations along
the x and y axes. If both images have been perfectly rectified,
this is al the information we need to align them. However,
since we are working with real-world data and applying an
automatic rectification algorithm to large sets of images, there
is naturally still some warping and distortion in the rectified
results. To handle these effects, we can switch to a traditional
8 degree of freedom (DOF) homography at the end of our
pipeline, using the original two 1D transformationsas an initial
alignment estimate. We refine our transformation [10] using
the iterative closest point algorithm [27], switching to a full
homography in the process.

V. EVALUATION AND DISCUSSION
A. Experimental Setup

We have evaluated our pipeline on the ZuBuD building
dataset [28] and two datasets containing symmetrical elements
in urban scenes [14], [15] which we will refer to as the
SymFeat dataset and the SymUrban dataset respectively. All
of these datasets consist of a number of photographs of build-
ings under changing photographic conditions. In the ZuBuD
dataset, there are five images of each building with each image
varying in some aspect such as perspective, scale, or rotation.
We used the software provided by [4] to rectify the images
in the ZuBuD and SymUrban datasets. The majority of the
images in the SymFeat dataset are already rectified and front
facing. For the ZuBuD dataset, using the images that were
automatically rectified correctly, we have 716 pairs of images
for testing. The SymUrban dataset consists of 9 image sets,
each focused on a single building. There are around 30 photos
of each view. From the subset of images that were correctly
rectified, we chose about 50 image pairs that represented all
of the view changes presented by the dataset. We use selected
images with the image pairs in the SymFeat dataset that had
reliable ground truth information to test our method to see if
we can overcome some of the common challenges of aligning
urban images. We ran SIFT, the contextual regional matching
method described in [10] on all these datasets. We chose
these methods for comparison because both have been shown
to be robust under changes in photographic conditions, but
due to their relatively local nature (compared to using some
sort of grouping and image abstraction), can be confused
by repetition ambiguity in images. We also compare our
method to the symmetrical feature-based methods described
in [15] to look at other approaches specifically designed for
urban imagery. A list of the names and thumbnails of the
SymFeat and SymUrban images we used as well as the
especialy challenging images from the ZuBuD dataset are
provided in the Supplementary Material. To obtain ground
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1-D Image Alignment Measurements
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Ii Traditional SIFTE01-D SIFTU01-D Grouping

Fig. 6. Accuracy measures for aigning images verticaly, which is the first
stage of our two-step pipeline. We show the results on our three datasets
of using the traditional SIFT method, only the y-coordinates of the SIFT
matches (1D SIFT), and using our proposed method for vertical alignment
(1D Grouping).

Two-Step Framework Alignment Measurements
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ZuBuD SymUrban SymPFeat

I8 Traditional SIFT BESIFT Two-Step
I8 Grouping Two-Step 10 Full Pipeline

Fig. 7. Accuracy measures for aligning images both vertically and hori-
zontally. We show the results on our three datasets of using the traditional
SIFT method, using SIFT matches to align the images first verticaly,
then horizontally (SIFT Two-Step), our proposed method for vertical then
horizontal alignment (Grouping Two-Step), and our full pipeline.

truth for the ZuBuD and SymUrban images, we manually
selected a set of four matching points between image pairs
to compute an aligning homography. We use these ground
truth homographies to quantitatively evaluate our results in
Figures 6-10 and Table I.

B. Results

We ran a variety of tests to evaluate both different design
choices in our pipeline and how they build on each other as
well as the overall effectiveness of our proposed methodol ogy.
Our first set of tests looks at the contribution of breaking
down the transformation estimation into two steps, focusing
on aligning one dimension at a time. We next look at how
matching accuracy increases as we progress through the steps
of our pipeline, adding in the intra-image saliency and pair-
wise match saliency computations to the two-step framework.
Included in our results is also an investigation of how the type
of anchor point used for vertical matching impacts our results.

For al of our alignment accuracy tests, we compute a
transformation matrix for each tested method. We trandlate
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Fig. 8. Accuracy measures for fully aligning images using our complete pipeline compared to state-of-the-art methods. We show the results on our three

datasets of using our proposed method (Repetition), our proposed method with refinement (Refined), the traditional SIFT method, the contextua method
described in [10], the two vartions of the symmetry-based features method described in [15].
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Fig. 9. Precision measurements of matches found in the keypoint matching
methods tested and shown in Figure 9. We show the results on our three
datasets of using our proposed method (Repetition), the traditional SIFT
method, and the contextual method described in [10].
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Fig. 10. The number of matches found with the keypoint matching methods
tested and shown in Figures 9 and 8.

every pixel in |1 to |2 using both the ground truth homography
and the test transformation. We compute the percentage of
pixels that are transformed to the same coordinate. To allow
for rounding errors and small inaccuracies in the ground
truth data, we set a threshold on what the 2D distance
between projected pixels can be to label a pixel as hav-
ing been transformed correctly. This threshold is 0.6% of
max (i mage,idth, i mageneight) Which is the same threshold
used on 2D symmetrical transfer errors for identifying inliers
in [29].

TABLE |
REPEATABILITY COMPARISON ON ZUBUD DATASET

Pseudo Corners | SIFT | Harris-Laplacian
28.645 | 13.803 | 10.885

After running these tests on the full datasets, we take the
average values and report them in Figures 6-10 to provide
an overview of the trends in the results. The Supplementary
Material contains more detailed results and shows the evalua-
tion for individual image pairs. In the Supplementary Material,
since it would be unintuitive to show quantitative results for
the over 700 image pairs from the ZuBuD dataset, we focus
on about 50 image pairs that were identified as especially
challenging because of the amount of architectural repetition
present in these specific scenes. These images pose a number
of problems for state-of-the-art techniques and we show how
our pipeline can overcome these challenges. In the following
tables, however, since we are showing average scores for each
method on each dataset, we have included the results for the
full ZuBuD dataset. The additional 650+ images included
from the ZuBuD results in the main paper do not necessarily
contain repetition or any specific challenges for the state-of-
the-art methods. Many of the buildings in these additional
images have different types of features such as curved walls
and domes that prevent the full building facades from being
correctly rectified. Many of these images also do not require or
fit the repetition identification and two-step alignment methods
described in this and other repetition identification papers.
Therefore, we encourage the reader to also study the resultsin
the Supplementary Material that focus on the types of images
this work is intended to benefit.

1) Two-Sep and Saliency Computation Evaluation: We
begin by performing tests to study the usefulness of our
proposed two-step method for image alignment. We show that
by aligning a single dimension first, instead of registering the
full coordinate systems of an image pair, we can achieve
a higher accuracy aong that dimension. First, we aigned
the test data using traditional SIFT matches with the 8-point
algorithm [3] and RANSAC [25] to compute a full 8 degree
of freedom homography. We then check the 1D error of the
matches along the y-axis. Then we use the y-coordinates of
the SIFT matches to compute a 1D alignment (as shown
in Equation 1) and again check the error along the y-axis.
Our third test is to check the accuracy aong the y-axis of
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the 1D transformation computed using the grouping method
described in this paper. Fig. 6 shows the results of these tests
on our three datasets. Both of the 1D alignments generally
yielded better results than the traditional 8 DOF computation
across the test data. The benefit of our grouping method over
both of the SIFT-based tests is seen especially on image pairs
that have large scale, rendering, or lighting changes such as
those encountered in the ZuBuD and SymFeat datasets.

Next, we look at what happens when we get to the second
stage of the two-step approach. Fig. 7 shows results after
using the SIFT-based and grouping-based techniques described
above in combination with different methods for determining
the horizontal alignment. We first align the images verticaly
(using SIFT features or grouping features) and then match
SIFT features only along corresponding rows. In both tests,
distinctive SIFT matches are used to vote for a horizontal
alignment. We can see that this minimal version of the two-
step approach tends to outperform the traditional technique of
solving a full 8 DOF matrix on challenging, repetitive images.
We also show the results of using our full pipeline, consisting
of the two-step approach in combination with the intra-
image saliency and pairwise match saliency computations. The
general trend is that the basic two-step approach outperforms
traditional SIFT matching and our full pipeline outperforms
the basic two-step approach, showing the strength of our full
pipeline. These results are shown in Fig. 7.

2) Overall Pipeline Evaluation: To further test the overall
effectiveness of our full pipeline, we compute transformations
for aligning the test image pairs using our pipeline, SIFT key-
point matches, contextual keypoint matches using the method
discussed in [10], and symmetry-based features as described
in [15]. Following the symmetry-based features paper [15], we
tried matching the images using only symmetry descriptors
and symmetry and SIFT descriptors concatenated. The
alignment accuracies for these methods are shown in Figure 8
Top. We aso look at the accuracy of the keypoint matches
obtained with each of the first three test methods, the number
of matches obtained with each method, and the percentage of
these keypoint matches that are correct. Figure 10 shows the
number of matches we obtain for each method and Figure 9
shows the precision of these matches. We can see from all of
these results that our proposed pipeline tends to outperform
the comparison methods. We do have several cases where the
refined result has a significantly higher accuracy than the pre-
refined result. Often times in these cases, the rectified images
gtill have a small amount of warping which is not captured in
our 1D homographies. It takes the full 8 DOF transformation
to model these distortions. Given the fact that our horizontal
alignment stage takes into account dense matches in salient
regions of the image pairs, as we saw in Figures 5 and 12,
our pipeline also tends to have a dramatically higher number
of keypoint matches in the end than our comparison methods.
Despite the high number of matches we consider, they are
comparably more precise to matches from other methods.

We show several visual examples of the result of our
pipeline for qualitative evaluation in Figure 11. The images
shown here are a sampling of the different types of data we
handle. These image pairs have varying ratios of salient and
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TABLE Il
Average Runtimes in Seconds AND Number of Features FOR STAGES
OF OUR PIPELINE ON ZuBuD DATASET

Pipeline Steps
Average Image Dimensions
Line Segment Extraction (Section 5.2.3)
# Line Segments 1313
Pseudo Corner Extraction (Section 5.2.3) 1.2838
# Pseudo Corners 566

628 x 457
0.5115

SIFT Descriptor Extraction (Section 4.1) 8.2625
HOG Extraction (Section 4.1) 3.9168
# HOG Patches 141493
Repetition Identification (Section 4.1) 11.9155

# of Groups 259
Group Matching (Section 4.1) 8.1449
Vertical Alignment (Section 4.1) 0.5165
Intra-Image Saliency Computation (Section 4.2) 17.5684
Saliency Match Computation (Section 4.2) 11.9831
Horizontal Alignment/Voting (Section 4.2) 0.0165

Refinement (Section 4.2.3) 5.9628

repetitive regions. Several of the pairs also have changes in
rendering style, time captured, scale, and lighting, all image
characteristics that are known to cause challenges for many
traditional keypoint matching methods [7]. Our method is
able to handle many of these problems on top of the issues
presented by repetitive data.

3) Anchor Keypoint Evaluation: To identify repetitive
and sadlient regions for initial matching, as was discussed
in Section 1V-A, we need anchor keypointsto use for searching
for and comparing regions throughout an image. There are a
number of feature extraction methods that can be used for this
purpose such as SIFT or Harris-Laplacian corners. Since most
architectural images have abundant linear features that capture
a great deal of a building's structure, we take advantage
of this information to find anchor keypoints. We intersect
line segments extracted from these images to estimate corner
locations, which we refer to as Pseudo Corner keypoints [10].

To test the usefulness of Pseudo Corners in our pipeline,
we computed its repeatability scores on the images we used
for evaluation from the ZuBuD dataset. We compared the
repeatability of our Pseudo Cornersto that of SIFT and Harris-
Laplacian. These values are provided in Table | which shows
that our Pseudo Corner detector tends to out perform SIFT
and Harris-Laplacian on our test images. Given that Pseudo
Corners are based on line segments, it is very well-suited for
architectural imagery. Since it tends to be more repeatable on
this type of data, we chose to incorporate it in our work to
help increase the chances of extracting groups for matching
that will exist in both images. However, depending on the
type of data being used and the designers preferences, other
feature detector may be used in its place with the rest of our
pipeline being run exactly the same. To demonstrate this, we
also tested out our pipeline on the ZuBuD dataset using SIFT
features as the anchor keypoints for grouping. The result of
doing so is shown in Figure 7 with the labels “Repetition
SIFT” and “Refined SIFT” in the Supplementary Material.

4) Runtime: Table Il shows the average runtime of our
pipeline on the tested ZuBuD images. These images were
matched on an Acer Laptop with 6 GB of memory and a
2.2 GHz Intel Core i7 Processor running Ubuntu 12.04.

5) Limitations and Future Work: One of the main bottle
necks of our pipeline is the requirement that the image

Authorized licensed use limited to: University of Missouri Libraries. Downloaded on March 25,2023 at 20:44:28 UTC from IEEE Xplore. Restrictions apply.



4896 IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 25, NO. 10, OCTOBER 2016

¥
[ Sy |

W ' —A

]
Ld

-

P o I_'_i- §
' a FE— LA
|

|

Fig. 11. Visua aignment results. The origina image pair is shown above each of the checkerboard views of the aligned result. These image pairs poses a
variety of challenges to matching in addition to being repetitive such as different rendering styles, time changes, partia facade overlap, scale changes, and
lighting changes. Image pairs shown are from datasets provided by [14], [15], and [28].

be rectified. While this is an acceptable assumption for urban
images, we cannot guarantee that the method we use will
also be able to perfectly rectify each image. Other repetition
matching pipelines use an initial estimation of the repetition to

refine rectification [2], [17]. We can apply a similar approach
to our work. We also assume that the images do not have
severe radia distortion. Images that do have this type of
distortion may not be rectified correctly. A radia undistortion
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Fig. 12.  Alignment of images containing multiple planes. (a) Original images, before and after rectification, that are being matched. (b.) Subset of the
corresponding repetitive groups after computing a 1D transformation (Section IV-A) are highlighted in matching colors. Every element of the groups is
displayed. (c.) Images shown &fter they have been vertically aligned. Note that they now have the same scale and matching rows are aligned with each other.
(d.) Intra-image saliency map of each image. The four color fields for each image show the inner-image saliency computed at different scales. The scale
increases from left to right for each image. More salient areas appear in red and more repetitive areas appear in blue. (e.) Color fields of match saliency scores
shown from the perspective of both images. Again, the color fields are shown at four different scales for each image, increasing from left to right. (f.) Result
after applying Otsu thresholding to match saiency score images. All keypoint matches that are contained within the remaining colored regions are used to
vote for a hortizontal alignment. (g.) Displacement maps. Each match visualized in (f.) votes for an alignment. The range of these shifts is scaled from [0-1]
and displayed as a color map. By doing this, we can see that at each of the four levels, two different displacements have strong support. (h.) Result of aligning
the image pair using the two different horizontal displacements chosen in (e.) The left result aligns the salient tree that is in front of (and on a different plane
than) the building of interest. The right result uses the salient matches on the building facade to correctly align the region of interest. Our selection criteria
chooses the adignment on the right side as the one that best aligns the repetitive elements, and the thus, the building facade.

step could be applied in this case [3]. The effect that radial This pipeline can easily be expanded to handle images in

distortion has on our evaluation is discussed in greater detail which multiple buildings of a facade are visible. Multiple
in the Supplementary Material. rectified versions of a photograph that are each arranged to
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have a different building plane be front facing can be matched
to a query image. We can also alternate between collapsing
an image aong the horizontal direction to collapsing it along
the vertical direction and computing a 1D horizontal trans-
formation first. This may be a good option for data of high-
rise buildings if the majority of repetitive features lay along
columns instead of rows.

VI. CONCLUSION

We have presented a method for registering images of archi-
tecture that contain repetitive features that have a tendency
to create ambiguity for general keypoint matching method-
ologies. In contrast to several state-of-the-art approaches to
registering urban data, our method does not try to fit an
evenly-spaced grid to repetitive elements [2], considers both
salient and repetitive regions simultaneously [17], and does
not require that the same portion of a building’s facade be
captured in different images [18]. Our method takes a two-
step approach to align images one dimension at a time to
reduce the search space during each matching stage. We have
discussed how we perform a dimension reduction amongst
unorganized repetitive features to further remove ambiguity
from the search space when matching regions across images.
We have also proposed equations for determining the saliency
of matching regions between an image pair without requiring
machine learning techniques to learn what elements are salient
on a large dataset [24]. We believe that by developing a
pipeline without these constraints, our method is more robust
than many other proposed registration approaches, allowing us
to align challenging, ambiguous architectural photographs in
a more general manner.
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